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Abstract

Expressing diverse sentiments is one of the main
purposes of human poetry creation. Existing Chi-
nese poetry generation models have made great
progress in poetry quality, but they all neglected
to endow generated poems with specific senti-
ments. Such defect leads to strong sentiment col-
lapse or bias and thus hurts the diversity and se-
mantics of generated poems. Meanwhile, there
are few sentimental Chinese poetry resources for
studying. To address this problem, we first col-
lect a manually-labelled sentimental poetry cor-
pus with fine-grained sentiment labels. Then
we propose a novel semi-supervised conditional
Variational Auto-Encoder model for sentiment-
controllable poetry generation. Besides, since po-
etry is discourse-level text where the polarity and
intensity of sentiment could transfer among lines,
we incorporate a temporal module to capture senti-
ment transition patterns among different lines. Ex-
perimental results show our model can control the
sentiment of not only a whole poem but also each
line, and improve the poetry diversity against the
state-of-the-art models without losing quality.

1 Introduction

Poetry is an important literary genre which has attracted peo-
ple and influenced human society with its exquisite expres-
sion, rich content and diverse sentiments for thousands of
years. Recently, as a classical task in the NLP field, automatic
poetry generation has come to the foreground again. Besides
the goal towards increasing computer creativity and under-
standing human writing mechanism, poetry generation is also
helpful for applications in areas such as entertainments, ad-
vertisement, and education.

For human beings, in addition to recording interesting
events and making comments, expressing diverse sentiments
is another main purpose of creating poetry (as well as other
literary genres) [Morris-Jones, 1962]. For example, express-
ing the sadness of ageing and the happiness of feasting (Fig-
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Figure 1: Left: a human-created poem. The whole poem expresses
negative sentiment but there is some intensity transition across dif-
ferent lines. Right: two human-created sentences (each with two
lines) which contain the same keyword, “beauty”, but express dif-
ferent kinds of sentiment.

ure 1). Controlling the sentiment of created poems is an es-
sential ability of human poets and also a basic user demand
for automatic poetry generation systems.

Though recent neural poetry generation models have
achieved significant improvements in different aspects of po-
etry quality, such as fluency [Zhang and Lapata, 2014] and
coherence [Wang et al., 2016b; Yi et al., 2018b], they all ne-
glected to generate sentiment-controllable poetry. Such de-
fect causes a strong sentiment collapse (the generated poems
tend to be neutral and meaningless descriptions) or sentiment
bias (the generated poems tend to express negative sentiment)
which further hurts the semantics and diversity.

To address this problem, we concentrate on automatic
sentiment-controllable poetry generation. Due to the lack
of off-the-shelf sentimental poetry corpus, we first build a
fine-grained manually-labelled sentimental Chinese corpus'.
Each poem is annotated with sentiments of not only the whole
poem but also each line because there are varying granular-
ities (e.g., polarities and intensities) in poetry sentiment ex-
pression, and the sentiment of each line could be different
under certain holistic sentiment [Janowitz, 1973].

'Details of the corpus are given in Section 3.
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Since labelled data is still a small portion of the whole cor-
pus, we can’t take supervised methods designed for related
tasks, e.g., poetry style transfer [Wei et al., 2018]. Instead, we
propose to adopt a semi-supervised Variational AutoEncoder
(VAE) [Kingma et al., 2014], which utilizes the labelled data
more efficiently and has been widely used for image genera-
tion, to generate sentimental poetry.

Different from previous VAE models which learn a
context-based latent variable [Yang er al., 2018b] or sup-
pose the independence of latent variable and the required at-
tributes (e.g., sentiment) [Hu ef al., 20171, we make the latent
space conditioned on both sentiment and content to capture
generalized sentiment-related semantics, because the senti-
ment is coupled with semantics especially for poetry [Chari,
1976]. Concretely, we extend the semi-supervised version
of VAE [Kingma et al., 2014] to the conditional version and
deduce a different lower bound for our task to capture gener-
alized sentiment-related semantics more efficiently. Besides,
since poetry is a kind of discourse-level text, under the holis-
tic sentiment of a whole poem, the sentiment of each line
could have some changes and flexibility, as shown in Figure
1. Therefore, we incorporate a temporal sequence module to
learn sentiment transition patterns among different lines. Tak-
ing a user keyword as input, our model can generate diverse
poems under the control of discourse-level or line-level sen-
timents. Our model can also predict an appropriate sentiment
for the whole poem and infer a sentiment transition pattern
across lines when the sentimental labels are not provided.

In summary, the contribution of this paper is four-fold:

(1) To the best of our knowledge, we are the first to endow
the poetry generator with the ability to express specific sen-
timents, which also improves the semantics and diversity of
generated poems.

(2) Different from previous works which conduct senti-
ment transfer only for a single sentence, we utilize a temporal
sequence module to control discourse-level sentiment.

(3) We build a fine-grained sentimental Chinese poetry cor-
pus, with sentiment labels for a whole poem and each line.

(4) Experimented on Chinese poetry, our model can control
sentiments of a whole poem and lines without losing quality.

2 Related Work

Automatic poetry generation is a classic task in computer
writing. The related works in recent decades could be cat-
egorized into three main stages. On the first stage, models
are based on rules and templates, e.g., [Gervas, 2001], which
are the first attempts. On the second stage, statistical machine
learning methods point out a new possible direction for this
task. Different algorithms are utilized, such as Genetic algo-
rithms [Manurung, 2003; Levy, 2001] and Statistical Machine
Translation approaches [He et al., 2012].

In the past several years, researches have stepped into the
third stage where powerful neural networks bring new energy
to this task. Recurrent Neural Network (RNN) is first used
to generate Chinese quatrains [Zhang and Lapata, 2014]. Af-
ter that, more effective sequence-to-sequence models with at-
tention mechanism [Bahdanau et al., 2015] are also adopted
to generate poetry [Wang et al., 2016al. Aiming at im-

proving different criteria of poetry quality, researchers de-
sign various structures. To improve context coherence, Wang
et al. [2016b] propose a Planning model, which plans sub-
keywords in advance for each line; Yi et al. [2018b] develop
a working memory model to maintain the context in dynamic
internal memory. Besides, keywords extension [Ghazvinine-
jad et al., 2016] and static external memory [Zhang er al.,
2017] are used to purse better meaningfulness.

Beyond these primary criteria, focusing on improving the
diversity, a higher-level requirement for generated poetry,
Yang et al. [2018a] use mutual information to achieve unsu-
pervised style disentanglement and Yi et al. [2018a] use rein-
forcement learning to optimize evaluation criteria directly.

Despite notable progress, these models ignore an essen-
tial point for poetry creation, the sentiment, which results in
the collapse or bias in sentiment expression and hence hurts
the diversity and semantics of generated poems. We consider
VAE as a feasible method, which has shown great promise
in text generation tasks such as dialogue generation [Zhao et
al.,2017] and poetry generation [Yang et al., 2018b]. Though
inspired by these works, our motivation and proposed mod-
els differ from them by a large margin. We are the first ef-
fort at sentimental poetry generation with a semi-supervised
sentiment-conditioned VAE, which makes latent space condi-
tioned on the sentiments, instead of learning a context-based
or attribute-independent latent variable.

Our work is also related to the task of text generation with
controllable sentiments [Hu et al., 2017; Cagan et al., 2017,
Wang and Wan, 2018]. Different from them, our work
focuses on generating sentiment-controllable poems in dis-
course level and involves a temporal sequence module to cap-
ture sentiment transition across lines, while they focus on the
controllable generation in sentence level.

3 Fine-grained Sentimental Poetry Corpus

Controlling the sentiments of poems is necessary for au-
tomatic poetry generation systems as mentioned in Section
1. However, to the best of our knowledge, there is no off-
the-shelf Chinese poetry corpus with sentiment labels, thus
we build a manually-labelled Fine-grained Sentiment Poetry
Corpus including 5,000 Chinese quatrains.

We collect 151,835 unlabelled Chinese quatrains, as qua-
train is the dominant genre of Chinese poetry. First, we use a
distant supervision method to divide the unlabelled data into 5
classes in terms of the number of sentimental seed words con-
tained in each poem. Then from each class, we select 1,000
poems, with higher priority on those written by famous poets,
for manual annotation. As poetry is discourse-level text with
fine-grained sentiments as discussed in Section 1, we annotate
each poem and each line into 5 classes, namely negative, im-
plicit negative, neutral, implicit positive and positive. To
ensure the quality of labelling, each poem is annotated by at
least two annotators, who are members of a poetry associa-
tion or major in Chinese literature. If the two annotators have
disagreements on the poem, it will be assigned to a senior
annotator who will decide the final label referring to the two
annotations. Statistics of this corpus are reported in Table 1.

Figure 2 shows the normalized label distributions across
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Granularity #Neg. #Implicit Neg. #Neutral #Implicit Pos. #Pos.

Whole Poem 289 1,467 1,328 1,561 355
Linel 143 1,023 2,337 1,310 187
Line2 268 1,138 1,936 1,423 235
Line3 212 1,107 2,320 1,083 278
Line4 315 1,317 1,650 1,357 361

Table 1: Statistics of labelled sentimental Chinese poems. Neg. is
the abbreviation of negative and Pos. is the abbreviation of positive.
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Figure 2: Normalized distributions of sentiment labels across differ-
ent lines in each holistic sentiment of the whole poem. Neg: negative
sentiment; Pos: positive sentiment; Imp: implicit.

different lines. We can find under a certain holistic senti-
ment of the whole poem, the sentiments across different lines
are diverse. Furthermore, the sentiment of the last line is of-
ten consistent with the sentiment of the whole poem, while
the sentiment of the first line tends to be neutral or implicit.
Therefore, it is necessary to model the sentiment transition
patterns across different lines.

4 Method

In this section, we introduce our semi-supervised Sentiment-
Controllable Poetry Generation model (SCPG). Before pre-
senting the details, we first formalize our task.

Define z as a poem with n lines {z1, za, ..., 2, } (abbrevi-
ated as z1.,,), w as a keyword which represents the main topic
of z, y as the holistic sentiment of x, {y1,y2,...,yn} (ab-
breviated as y;.,) as the sentiments expressed in each line,
pi(x,w,y,y1.,) and py(x,w) as the empirical distributions
over labelled and unlabelled datasets respectively. With the
keyword w, we aim to generate poems not only holding the
holistic sentiment y for the whole poem z but also expressing
the sentiment y; for each line z;. In the following parts we
will progressively present different settings of our model.

4.1 Holistic Sentiment Control Module

We first introduce the holistic sentiment control module,
which adopts a semi-supervised sentiment-conditioned vari-
ational autoencoder. As shown in Figure 3 (a), our goal is
to learn the conditional joint distribution p(z, y, z|w), where
z is the latent variable. We decompose it as p(x, y, z|w) =
p(z|z, w,y)p(z|ly, w)p(y|w), which describes the generation
process: the model infers (if not provided by the user) an
appropriate sentiment of the whole poem by the keyword,
then samples a z conditioned on the keyword w (required
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Figure 3: The graphical illustrations of (a) the holistic sentiment
control module and (b) the temporal sentiment control module when
generating line x;.

content) and the label y (required sentiment), finally gener-
ates the poem = with them. Note that during this process,
we don’t suppose the independence of z and y as [Kingma
et al., 2014], instead, we directly draw z from the sentiment
and keyword since the sentiment is coupled with semantics in
poetry as discussed in Section 1.

As our model is semi-supervised, we consider two cases.

For the labelled data, inspired by [Kingma et al., 2014], to
maximize the distribution p(x, y|w), we involve z and derive
the lower bound as:

IOg p($7 y‘w) 2 Eq(z\:v,w,y) [log P($|2a w, y)}
— KL[q(z]z, w,y)||p(z|w, y)] +log p(y|w)
= _£(I7 Y, ’LU)

(D
where ¢(z|z,w,y) and p(z|w,y) are the estimations of the
posterior and prior distributions respectively. By optimiz-
ing Eq. (1), we also train a classifier p(y|w) to help predict
a holistic sentiment if the user doesn’t provide any label.

For unlabelled data, by treating the unobserved label y as
another latent variable, we have:

log p(x|w) = / / a(y, 2|z, w) log p(z|w)dydz

> Ey(yle,w)[—L(2,y, w) — log q(ylz, w)]
= —U(x,w).

Then the total semi-supervised loss is:

81 =By (w0, [L(,y,w) —log q(y|z, w)] + By, (4.0 [U(z,w)], (3)
where another classifier ¢(y|z,w) is simultaneously trained
to sample sentiments for unlabelled poems.

Concretely, we get the representation of = by feeding the
poem into a bidirectional GRU [Cho et al., 2014]. The clas-
sifiers p(y|w) and ¢(y|z,w) are implemented with MLPs.
As previous work [Yang et al., 2018b] did, we assume la-
tent variable z follows the isotropic Gaussian distribution,
i.e., p(zlw,y) ~ N(tprior, OpriorI) and q(z|z,w,y) ~

(post, OpostI). These mean values 1 and standard devi-
ations o are computed by MLPs. For p(x|z,y,w), we use
a GRU decoder and set the initial decoder state to sg =
f(z,y,w), where f is a non-linear layer, to involve the sen-
timent and keyword. When training, z is sampled from
q(z|z,w,y) and when testing z is sampled from p(z|w, y).

2
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4.2 Temporal Sentiment Control Module

Since poetry is a kind of discourse-level text as mentioned
in Section 1, under a certain holistic sentiment of a whole
poem, the sentiments could vary across different lines. There-
fore, we propose a temporal sentiment control module (Figure
3 (b)) to capture such sentiment transition patterns.

In a poem, there are two sequences: the content sequence
x1., and the sentiment sequence y;.,. Since the sentiment
is coupled with the content (semantics), the sentiment of a
line will be influenced by both the content and sentiment of
previous lines and vice versa. Therefore, we model these two
sequences as an interactive temporal sequence module. In
detail, we learn a joint distribution and factorize it as:

log p(zl:na yl:n|w) = IOg p(zla y1|w)

n
+ Z log p(xi, yilT1:i—1, Y11, w).
i=2
(€]

For labelled data, when generating line x;, we follow the
holistic module by simply treating z1.;—1,y1.,—1, W as a con-
dition and replacing w in Eq. (1) with it. Then we can get the
lower bound log p(z;, yi|c) > —L(x1.4,y1.;, w) and directly
optimize each factor, where c denotes x1.;_1, Y1.;—1, W.

For unlabelled data, when generating line x;, we model the
unseen y1, ..., ¥; as latent variables and similar to Eq. (2) we
have:

10g p($i|x1;i_1, U}) > Eq(y1;i|:v1;i,w) [_L(xl:ia Yi:i, ’LU)
— log q(y1:]@1:4, w)] ®)
= —U(xu, U))
However, it’s too expensive to directly compute the expecta-
tion in Eq. (5) because of the exponential number of possible

sentiment sequence yi.;. Instead, we use the Monte Carlo
method to estimate the expectation:

M
1
_u(:rl:is ’LU) = M Z[_‘C(xl:ia Yi:i, U)) - 10g Q(ylti‘xl:iv ’LU)], (6)

k=1

Yr:i ~ q(Yrlz g, w), @)
where ¢(y1.:|71.;, w) can be factorized as:

q(y1lz1s, w)g(y2|zis, w,y1) - @Yz, w, Yriim1). (8)

Since we take a line-to-line generation process, we further
assume that future content has no influence on current or past
sentiment, i.e., z;(j > 4) is independent with y;. Then we
have the sampling process as y1 ~ q(y1|z1,w), ..., y;i ~
q(y;|®1.4,w,y1.i—1), which shows we need to build a time
sequence classifier for predicting each y;. In detail, we use
two RNNs to model the content sequence and the sentiment
sequence respectively for predicting y;:

¢ = hi(ci—1,2:),c0 = fi(w) ©)
m; = ha(mi-1,¢i-1,9i-1),mo = fa(w),yo =y (10)
q(yilz1, w,y1:i-1) = softmax(m;), an

where hy and ho are two RNN cells, f; and fo are MLPs,
y is the holistic sentiment, c¢; can be considered as a context

vector which contains the semantic information of x.; and
m; is the hidden state in the RNN chain of sentiments.

Combined with Eq. (4), the total loss of temporal sentiment
control module is:

82 = Epl(.t,w,y,ylm) Z[C(xlziv Y14y ’IU) - 10g q(yi‘xl:iv ’ZU)]
i=1

n
+ ]Epu(w,w) Z Z/l(mu, ’LU)
i=1

(12)
In the generation process, for one thing, as shown in
Figure 3 (b), each line z; is generated by the decoder
p(x;|z, £1.4-1,w, y1.1), that is, each generated line is condi-
tioned on previous content sequence and sentiment sequence.
For another, each y; (if not specified by the user) is predicted
by a classifier p(y;|71.,_1,w, y1.;—1)> The content sequence
and the sentiment sequence are interactively generated, there-
fore we name this configuration as the temporal sentiment

control module.

4.3 Training

When only using the temporal sentiment control module, we
also need to train a classifier p(y|w) to predict a holistic label
y which is necessary for Eq. (10). Simply we can add a loss
—log p(y|w) to the loss of the temporal module, but we find
it brings much noise for the RNN chain of sentiments and
makes the training unstable.

Therefore we combine the two modules, and the overall
objective of our SCPG model is to minimize S = S; + \Ss
which utilizes the losses of different granularities to enhance
both two modules. We will show this combination brings fur-
ther improvement in experiments. The hyper-parameter A is
used to balance the holistic sentiment control and temporal
sentiment control across lines. We set A to 1.0 in our model.
Besides, we also use the annealing trick [Yang er al., 2018b]
and BOW-loss [Zhao et al., 2017] to alleviate the vanishing
latent variable problem in VAE training.

S Experiments

In this section, we first introduce our experimental settings,
baselines and then compare these models on quality, diversity,
and sentiment control accuracy of generated poems.

5.1 Data and Settings

Since our model is semi-supervised, besides the 5,000 la-
belled poems mentioned in Section 3, we also utilize the
146,835 unlabelled ones. For unlabelled data, we randomly
select 4,500 poems for validation and testing respectively and
the rest for training. As in [Yi er al., 2018al, we use Tex-
tRank [Mihalcea and Tarau, 2004] to extract three keywords
from each poem and build three <keyword, poem> pairs to
enable the model to cope with different keywords. For la-
belled data, we use 500 poems for validation and testing re-
spectively. Similarly, keywords are also extracted to construct
supervised triples <keyword, poem, labels>.

%A corresponding extended version of the classifier p(y|w) in the
holistic module.
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Models [ Flu. | Coh. [ Mea. [ Poe. | Ove.
Models without sentiment controlling module
WM 3.09 | 2.86 28 | 279 | 271
CVAE 250 | 241 | 233 | 239 | 2.24
MRL 320 | 296 | 2.88 | 2.95 | 2.86

Models with sentiment controlling module

SBasic 221 | 209 | 1.99 | 1.96 | 1.87

SCPG-H | 3.07 | 2.82 | 2.81 | 2.72 | 2.65

SCPG-T | 3.23 | 293 | 2.88 | 2.87 | 2.78

SCPG-HT | 3.23 | 3.04 | 292 | 2.83 | 2.78
GT 403 | 413 | 400 | 3.90 | 3.83

Table 2: Human evaluation results of poetry quality. SCPG-H and
SCPG-T represent the SCPG model with only holistic sentiment
control and only temporal sentiment control respectively. SCPG-
HT denotes the model combining these two modules together. Flu.,
Coh., Mea., Poe. and Ove. denote Fluency, Coherence, Meaningful-
ness, Poeticness and Overall respectively.

Models Jaccard Similarity
WM 3.3%
CVAE 1.8%
MRL 1.2%
SCPG-HT 1.5%
GT 0.05%

Table 3: Automatic evaluation of semantic diversity. Lower similar-
ity indicates better diversity.

The dimensions of word embedding, sentiment embedding
and latent variable are 256, 32, 128 respectively. The hid-
den state size is 512 for the encoder, decoder and content se-
quence; 64 for the sentiment sequence. Adam [Kingma and
Ba, 2015] with mini-batches (batch size 64) is used for op-
timization. We also use dropout (keep ratio=0.75) to avoid
overfitting. For testing, all models generate poems with beam
search (beam size = 20). We first train our SCPG model using
both labelled and unlabelled training sets until the perplexity
on the validation set no longer decreases. Then we fine-tune
the model only using the labelled data.

5.2 Baselines

We compare our model with GT (ground-truth, namely
human-authored poems) and three state-of-the-art poetry gen-
eration models.

WM [Yi er al., 2018b]: a working memory model which
maintains user topics and generated history in a dynamical
reading-and-writing way.

CVAE [Yang et al., 2018b]: a conditional variational au-
toencoder with a hybrid decoder to learn the implicit topic
information within poems lines.

MRL [Yi et al., 2018al: a reinforcement learning frame-
work which directly models and optimizes human evaluation
criteria to tackle the loss-evaluation mismatch problem in po-
etry generation. This model achieves the so-far best diversity.

Since we are the first work to generate sentimental po-
etry as aforementioned, we implement a basic supervised
sentiment-controllable model called SBasic for comparison
which simply feeds learned sentiment embeddings into the
same decoding module utilized in our SCPG model. SBasic
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can be considered as a modified version of [Wei et al., 2018].

5.3 Poetry Quality Evaluation

We first compare our SCPG with baseline models on the qual-
ity of generated poems. As the sentiment labels are not pro-
vided in this experiment, we use the classifiers trained in our
model to infer a holistic sentiment and corresponding line
sentiments for each poem. For SBasic, we input the same
sentiment labels as inferred in SCPG for fair comparisons.

As studied in [Yi ez al., 2018al, perplexity or BLEU departs
from the human evaluation manner, therefore we directly con-
duct human evaluations following the settings in [Yang er al.,
2018a; Yi et al., 2018a; Zhang et al., 2017]. We use the five
criteria designed by [Manurung, 2003]: Fluency (is the gen-
erated poem well-formed?), Coherence (are the meaning and
theme of the poem consistent?), Meaningfulness (does the
poem convey some certain messages?), Poeticness (does the
poem have some poetic attributes?), Overall (the general im-
pression of the poem). Each criterion is scored on a 5-point
scale ranging from 1 to 5.

We randomly select 30 keywords and generate two poems
for each keyword. For GT, we randomly choose poems con-
taining the keyword from the test set. Therefore, we generate
480 poems (30#2*8) in all for our models and baselines. We
invite 10 experts, who have received professional Chinese po-
etry education, to conduct evaluations. We randomly split the
experts into 2 groups and each evaluates all generated poems,
with each expert 96 poems. Then we average the scores of
these two groups on each criterion to alleviate personal bias.

As shown in Table 2, from the top part, we can observe
that our SCPG-HT achieves comparable performance to the
state-of-art MRL, which directly optimizes these criteria with
reinforcement learning while our model focuses on the sen-
timent control. Besides, our model obtains the highest score
on meaning, owing to that our model endows each poem with
a specific sentiment while baseline models tend to create gen-
eral and meaningless content without sentiments. We also get
higher scores on fluency and coherence, benefiting from the
temporal sentiment control module which predicts appropri-
ate labels and brings a more natural transition among lines.
However, there is still a large gap between our SCPG model
and human poets.

In the bottom part of Table 2, we compare the perfor-
mance of models with sentiment control. We can find that
our SCPG models consistently outperform SBasic by a mar-
gin. It’s because that though pre-trained with unlabelled data,
SBasic only learns to stiffly load high-frequency sentimental
words together which hurts the quality. Our model utilizes
not only the sentiment label but also a learned latent vari-
able z in a semi-supervised way to capture more generalized
sentiment-related information, which maintains the semantics
when focusing on the sentiment. Besides, SCPG-T outper-
forms SCPG-H since the temporal module leads to a more
natural transition. By combining these two modules, SCPG-
HT gets the best performance.

5.4 Poetry Diversity Evaluation

In this part, we evaluate the sentimental diversity and seman-
tic diversity of poems generated by different models.
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Figure 4: Normalized distributions of holistic sentiments in different
models. Neg:negative sentiment; Pos: positive sentiment.

To evaluate sentimental diversity, we ask the experts to an-
notate the holistic sentiments of the generated poems in Sec-
tion 5.3. As in Figure 4, baseline models tend to generate
non-sentimental poems (sentiment collapse) or negative po-
ems (sentiment bias), while our SCPG can create poems with
more diverse and balanced sentiments. Please note that we
don’t manually input any sentiment signal. SCPG predicts
appropriate sentiments with the keyword by itself.

To measure the semantic diversity, following [Yi et al.,
2018al, we utilize bigram-based Jaccard similarity. Given
different input keywords, less similar generated poems can
reflect higher diversity to some extent. As shown in Table 3,
MRL gets the lowest similarity, benefiting from its direct op-
timization of the criteria. Though we don’t optimize the se-
mantic diversity directly, our SCPG gets the comparable per-
formance to MRL. This result also verifies our suppose in
Section 1 that sentiment is closely coupled with semantics.

5.5 Sentiment Control Evaluation

To evaluate the accuracy of sentiment control, we select 10
neutral keywords, such as river, dream and clothes, and gen-
erate two poems in each sentiment class for each keyword.
Thus we generate 100 poems (10*2*5) for each model. Then
we ask 5 experts to manually label the sentiments of the gen-
erated poems as mentioned in Section 3.

As shown in Table 4, we evaluate the control accuracy in
both holistic level and line level. In the holistic level, our
SCPG-HT model achieves higher accuracy in both 5 classes
and 3 classes compared to SBasic. Notice that the poems gen-
erated by SBasic are in quite poor quality as shown in Table 2.
In the line level, we can observe that SCPG-HT matches the
control more accurately because of the constraint of holistic
sentiment, while the quality of poems generated with these
two models is comparable (Table 2). Besides, the overall ac-
curacy in the line level is lower than that in the holistic level
because the length of each line is limited which allows less
freedom to express a specific sentiment.

5.6 Case Study

We present two poems generated by SCPG in Figure 5. We
can see that these poems not only hold the holistic sentiment
of the whole poem but also show a reasonable sentiment tran-
sition among lines as a human-authored piece. To conclude,
our SCPG can generate fluent and coherent poems with fine-
grained sentiments in the discourse level.
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Models | 5 Classes | 3 Classes
Holistic Sentiment Accuracy
SBasic 0.412 0.633
SCPG-HT 0.461 0.733

Line Sentiment Accuracy
SCPG-T 0.379 0.550
SCPG-HT 0.441 0.637

Table 4: Human evaluation of sentiment control accuracy. The 3
classes are “neg” (“implicit neg” or “neg”), “pos” (“implicit pos” or
“pos”) and “neutral”.

AERKE, AAZIKRFE R,

The water releasing sound is In the center of a pool flowing with the sound
flowing beside; I can see her gracefully standing;
EERNCL H A E Nt o

Through the small window the At the corridor the bird with the beautiful
thin moonlight is shed inside. feather I can hear of its chanting.
RHRNIE, 7 BAAEARF,
I have no one to talk with at the Have been thousands of miles apart, our
lonely and tranquil night; meeting makes me really pleasant and thrilled;
LR p & v B 2B A
Frighten and sorrow in mind, my In every minute and every corner is the
hair has gradually become white. auspicious and joyful atmosphere filled.

implicit
negative

implicit

neutral o
positive

negative positive
Figure 5: Poems generated by holistic sentiments “implicit neg” and

“pos” respectively given the same keyword “sound of water”.

6 Conclusion and Future Work

In this paper, we introduce a fine-grained sentimental poetry
corpus and propose a sentiment-controllable poetry genera-
tion model (SCPG)?. Based on a semi-supervised variational
autoencoder, our model learns a sentiment-conditioned latent
space to capture generalized sentimental semantics and con-
trol not only the holistic sentiment of the whole poem but
also the temporal sentiment transition across lines. Experi-
ments on Chinese poems show our model achieves significant
improvement on sentiment control accuracy compared to the
baselines. Besides, our model improves both the sentimen-
tal and semantic diversity against the state-of-the-arts without
losing quality.

For future works, we will consider adopting our tempo-
ral module to generate other genres of discourse-level text
and making efforts to expand our sentimental poetry corpus
to better assist related research.
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