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ASPERA system (Gerv’as, 2001)
Haiku system (Wu et al., 2009).
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ASPERA system (Gerv’as, 2001)
Haiku system (Wu et al., 2009).

Genetic Algorithm (Manurung, 2003; Levy, 2001)
Summarization Method (Yan et al., 2013)
SMT (Jiang and Zhou, 2008; He et al., 2012)
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ASPERA system (Gerv’as, 2001)
Haiku system (Wu et al., 2009).

Genetic Algorithm (Manurung, 2003; Levy, 2001)
Summarization Method (Yan et al., 2013)
SMT (Jiang and Zhou, 2008; He et al., 2012)

RNNPG (Zhang and Lapata, 2014)
Polish (YYan, 2016)
Planning (Wang et al., 2016)
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Chinese Poetry Generation with a Salient-Clue Mechanism

Xlaoyuan Yi, Ruoyu LI, Maosong Sun

In CoNLL 2018
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* Innovation (Zhang et al., 2017)
» Rhythmic Constraints (Ghazvininejad et al., 2016)
» Keywords Insertion (Wang et al., 2016)
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* Innovation (Zhang et al., 2017)
» Rhythmic Constraints (Ghazvininejad et al., 2016)
» Keywords Insertion (Wang et al., 2016)

Context Coherence ?
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L _E AR R SR,
Spring bree\ze blows
willows| on riverbank.

ich has lasted for 100 years,

won’t| be over.

HERAEEF T &

Thelhero|died and his corpse has
already become dust.

The war,

A poem generated by (Yan, 2016). The input keyword is chun feng
(spring breeze). Red boxes and arrows show the inconsistency.
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=% T HI RIS E AL

nang and Lapata 2014; Yan,2016)

Assumption 1:

Wi, W,,..., W, Topic Words
J

A

Y

Generator

Topic Vector l
-

* Insufficient capacity for maintaining the full
history.

History Vector| ¢ Informative words and noises are mixed (e.g.,

i

L

stop words).
* Indiscriminate and inefficient use of the

packed into context.

A graphical illustration of assumption 1.

Packing Full Context (PFC)
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(2) The ability of exploring unlimited history. (Wang et al., 2016; Zhang et al., 2017)

. Keyword The Preceding Text Current Line

Assumption 2: ;3 — LD

8 JRATEA A L g R

Yy Fguganey Vg % A AT H b 52 b %32 0 A

M ¥ 9 AR A G e B, AR ERA | Ak B S

Generator Training triples extracted from a quatrain in (Wang et al., 2016)

attention 1 :
) . Too long Input/output sequences
LTLT... |[L @
concatenation

A graphical illustration of The perform_ance of seq_Zseq model c_legrades, even
assumption 2. with an attention mechanism.

N Lines to one line (nLtolL)



A graphical illustration of the proposed
Salient-Clue mechanism. v; is the salient-
clue vector and e is the extension vector.
We design two strategies for updating the
salient clue. SDU: v; is kept at the same
size; SSI: the size of v; increases during
the generation process.

ETEEM BRI RIS EE B

/Design Philosophy: ignore the uninformative
parts (e.g., stop words) and use some salient
characters In context to represent the full
context and form a salient clue, which is

\used to guide the generation process. )

1. For each generated line: selects
salient and informative characters to
form the salient-clue.

2. When generating each line: utilizes
the salient-clue.



A graphical illustration of the proposed
Salient-Clue mechanism. v; is the salient-
clue vector and e is the extension vector.
We design two strategies for updating the
salient clue. SDU: v; is kept at the same
size; SSI: the size of v; increases during
the generation process.

BF B8 L RSB R A

Basic framework: Bidirectional LSTM
Encoder-Decoder with attention mechanism
(Bahdanau et al., 2015)

h:ﬁ — LSTM(h:ﬁ—hemb(yt—l)aCt)? (1)

p(yt‘yltt—la Llii—l) — g(h:fv Gmb(yt_l), Ct, U),
(2)

ry = [(Wout x ) ® Win]ja (3)

the attention alignment matrix in the attention mechanism
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A graphical illustration of the proposed
Salient-Clue mechanism. v; is the salient-
clue vector and e is the extension vector.
We design two strategies for updating the
salient clue. SDU: v; is kept at the same
size; SSI: the size of v; increases during
the generation process.

H‘—étﬂ“ﬁ

ping peng qi  shi nian

chu

1 2 3 4 5
[0.53, 0.11, 0. L7, 0.132, 0. 07]
naive
rir

An example of calculating the saliency score of each
character (in the x-axis) from the attention matrix
(0:black, 1:white), in the naive Salient-Clue. The
scores are normalized to interval [0,1] here.
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A graphical illustration of the proposed
Salient-Clue mechanism. v; is the salient-
clue vector and e is the extension vector.
We design two strategies for updating the
salient clue. SDU: v; is kept at the same
size; SSI: the size of v; increases during
the generation process.

H‘—étﬂ“ﬁ

ping peng qi  shi nian

chu

1 2 3 4 5
[0.53, 0.11, 0. L7, 0.132, 0. 07]
naive
rir

An example of calculating the saliency score of each
character (in the x-axis) from the attention matrix
(0:black, 1:white), in the naive Salient-Clue. The
scores are normalized to interval [0,1] here.
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Algorithm 1 Saliency Selection Algorithm

Inputs: The saliency scores of characters in the
preceding line, r1.7; K;

Outputs: The number of finally selected salient

characters, /V; The indices of selected charac-

ters in the preceding line, m.y;

Calculate the mean value of r1.7, avg;

Calculate the standard deviation of ry.7, std;

Get sorted indices 7.7 in descending order of

Il i

4: k = 1;val = avg + 0.5 * std;

5: while (r;, > wval) and (k< K)do

6: mp = i val = val x 0.618 (the golden

A graphical illustration of the proposed ratio); k = k + 1;

Salient-Clue mechanism. v; is the salient- 7: end while

clue vector and e Is the extension vector. & N=k—1;

We design two strategies for updating the : return N, mi:n;

salient clue. SDU: v; is kept at the same

size; SSI: the size of v; increases during N,mi.Ny = SSal(leT, K), (4)

the generation process.

L R S

- 0Q00@®

SSI
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_____ J@ri .y | Saliency Dynamic Update (SDU) V8. PFC
N
g — Zkzzl T'my, * hmk- (5)
_ . |
Zk' T'm,
U = (7(?}7;_1, 8)7 Vo = 67 (6)

A graphical illustration of the proposed ~ Saliency Sensitive Identity (SSI) V.S nLtolL
Salient-Clue mechanism. v; is the salient-
clue vector and e is the extension vector.
We design two strategies for updating the
salient clue. SDU: v; is kept at the same
size; SSI: the size of v; increases during
the generation process.

U = [Vs—i5 Py s Bl ()
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SSI

A graphical illustration of the proposed
Salient-Clue mechanism. v; is the salient-
clue vector and e is the extension vector.
We design two strategies for updating the
salient clue. SDU: v; is kept at the same
size; SSI: the size of v; increases during
the generation process.

ETEEM BRI RIS EE B

Extensions of Salient-Clue

ol |yia=1; Bis=1) = (8)
g(hy, emb(y—1). cr, [vi—1; €]).

Feed the keyword into Encoder, then vector e is calculated
by a non-linear transformation of the average of their
hidden states.

Simply use a style embedding as the vector e. Use LDA to
train the whole corpus. For three main styles, Pastoral,
Battlefield and Romantic, find the corresponding topics
manually. Then all poems are labeled by LDA inference.




. N p— | | Ve m L } 'n_l'/-' .
ain - cne | FT EME BTN AL RYIEFEX
- Models Wujue | Qijue
Experimental Results — Pl 5600552
iterent | poet 0.502 | 0.501
seq2seqPG 0.466 0.620
Models | ¢ 0.532 | 0.669
Different naive-TopK-SDU 0.442 0.608
naive-SSal-SDU 0.471 0.610
Strategies || tfidf-SSal-SDU 0.533 | 0.648
£SC tfidf-SSal-SSI 0.530 [ 0.667
= tfidf-SSal-SSI-intent | 0.532 | 0.669

Table 1: BLEU evaluation results. The scores are cal-
culated by the multi-bleu.perl script.

Models .l‘_‘luency' . Coherengg Mganingfu!pess 'I-’oeticne:s:s ' Entiretw.v'
Wujue | Qijue Wujue | Qijue Wujue | Qijue Wujue | Qijue Wujue | Qijue
Planning 2.56 2.84 2.50 2.64 2.49 2.64 239 2.88 2.39 2.66
iPoet 3.13 3.45 2.89 291 2.60 2.80 2.79 3.05 2.54 2.85
seq2seqPG | 3.54 3.65 3:31 3.16 315 3.01 3.26 3.29 3.06 3.08
SC 4,017 | 4.04™ | 3.85"" | 3.86™ | 3.55" | 3.63™" 3.74"" | 3.69" 3.637" | 3.70™"
Style-SC 4.03"" | 4.16"" | 3.90"" | 4.01™" | 3.68"" | 3.75"" 3.617 3.68" 365™ | 30T
Human 4.09 4.43 3.90 4337 | 3.94 43577 | 3.83 4.247T | 3.81 4.04FF

Table 2: Human evaluation results. Diacritics * (p < 0.05) and ** (p < 0.01) indicates SC models significantly
outperform the three baselines; + (p < 0.05) and ++ (p < 0.01) indicates Human is significantly better than all
the five models. The Intraclass Correlation Coefficient of the four groups of scores is 0.596, which indicates an
acceptable inter-annotator agreement.
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Human Identified Styles
Models Unkn0wn|Battleficld|Romantic]PastoraH Unkn0wn|Battl'eﬁcld|RorvantidPasForal] 0o
s 012 015 |o Models Wujue | Qijue
Random 0.271 | 0.247
Style SC- | A T —
Battlefield - tf“]dt 0.4 1 7 O. 378
el 017 L naive-TopK SC | 0.347 | 0.415
StyleSC-.l 911 000  0.00 3 000  0.00 OII naive-55al SC 0.431 0.441
N I tfidf-SSal SC | 0.525 | 0.461
Wujue Qijue

Table 3: Saliency selection results. Random: randomly
select K characters for three times and use the average
Jaccard values. tf-idf: directly select K characters in
terms of tf-idf, without SC.

Style control evaluation results. The values are
ratios that generated poems are identified as
different styles by human experts.



REMBRIIR, —HA ALK aH. AEMAMERT, §ERIEEHD,
Misty rain darkens the sky.
The green mountains and the rivers are so beautiful.
Where is my old friend?
I know, he is standing beside green willows at sunset. (a)

EEMAARRA, TERBERARR. —RATHCE, FFERMEM,
There is endless sadness in the misty rain.
Tears at last welled from the hero's eyes.
The war has ended now,
I leave for my hometown with a century-old hate. (b)

FEBEERE, HRARNTEL, —HEELLNL, BWHA AT,
The misty rain wets my dress.
Spring wind brings the fragrance of flowers.
Playing pi-pa (a kind of Chinese musical instrument),
the boy out of the curtain, I want to know who you are.

(c)

FIEIRRH—EA, FRKFEGRE. AERELY, REFBELEA,
The misty rain refreshes the world.
Beside the cropland, river rises up to the wharf.
At sunset, where is the fisherman going?
The fish shop and the bar! (d)

ETEZE LTSI BT E AL

Four Qijues generated with the same
keyword “f& [ (misty rain) as input.
(a) non-style by SC. (b) Battlefield
style by Style-SC. (c) Romantic style
by Style-SC. (d) Pastoral style by
Style-SC.
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Case Study seq2seqPG . .
— 74N Theln Yangzhou city makes me depressed,
3R T E’/‘/\» ’ \sﬁéel&rg far away from it.

& @4{& 2 The missing for my Ho\met@wp\is endless.
D R = [ o It seem the cloud is also sad at Sunsef,

SC

oM A [ recall the past moon in Yangzhou city.

T A L —#KL Now, another|autumn |has come.
BANTAE A, Where can I find my old friends?

7% o1t 1T o Maybe on the shoal covered with fallen leaves)

Fo4 oL - A&
salience  at  now again one  autumn
scores: [0.084, 0.120, 0.121, 0.058, 0.616]

Two Wujues generated with the same input. Green boxes and
arrows show consistencies, and the red ones show inconsistencies.
Automatically selected charcters by SC are underlined.
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Weakness

1. Inflexible selection method

s @ R Kk,
Breeze 1s blowing and drizzle wets the sleeves of a traveler.
a8 AR A K

The fences and house are covered withimoonlight
HEAAER S, ;
In the place where the spring is-almost over,
T A & e AT L

[ stare at the sunset|glow.

salience %9 kY 123 H iy A S
scores: [0.075, 0.186, 0.127, 0.137, 0.166, 0.104, 0.205]

A negative example. A Qijue generated by our SC
model. Red box and arrow show the inconsistency.
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Weakness
1. Inflexible selection method 2. Supervised learning for style
transfer

R AR Kk,

Breeze 1s blowing and drizzle wets the sleeves of a traveler. :
43 5 A A K.  Expensive labeled data

The fences and house are covered withimoonlight o Losing some ﬂuency and
el Poeticness
In the place where the spring is-almost over,
Jok A4 4 e e[
[ stare at the sunset|glow.
salience #2 kY 23 H iy A S
scores: [0.075, 0.186, 0.127, 0.137, 0.166, 0.104, 0.205]

A negative example. A Qijue generated by our SC
model. Red box and arrow show the inconsistency.
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Chinese Poetry Generation with a Working Memory Model

Xlaoyuan Y1, Maosong Sun, Ruoyu Li, Zonghan Yang

In IJCAI 2018
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Coherence in Psycholinguistics

\_

 Coherence is achieved if the reader can connect the )
Incoming sentence to the content in working memory

and to the major messages and points of th¢ text
[Sanders et al., 2001].

J

Yy

The working memory Is a system with a limited capacity that is
responsible for holding information available for reasoning,
(decision-making and behavior [Priti and Miyake, 1999].
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[ —~[Encoder]
I v
0000

Topic words

fwy 0000
1

Encoder

{

W

p

A )<

%

|

quic Memory

M2

)7,
I1 | I
Y Weighted : I
verage "~ —15/_] SJ» ;
(0] ’ 1 Decoder

!

/ Topic Memory M,

Each topic word Is maintained
In the topic memory explicitly
and independently.

Major messages and points of the text !

Flexible order and form of the
topic expression!
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: /History Memory M,
L, ,~[Encoden] | 1. For each generated line: selects

0O00ag . . .
salient and informative characters to
write Into It.

2. When generating each line: reads
most relevant from it.

Topic words
fwy 0000
!

Encoder

N

] ! Multiple, independent but limited
e i v memory slots—> enough capacity!

Update J Y Weighted ;
| Cjwegmge w )L,
10, 1 Decoder . .
,, . Vi Always keep a coherent information flow
ai

‘ In the history memory!
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Local Memory M,

L, ,~[Encodeq] | _ _
0000 v Save the previously generated line.
Topic words h, g D D |:| |:| L =
W i-1 . - .
W M{D_D, IRt e Strong semantic associations between
Fncoder] /= [Encods: two adjacent lines in Chinese poetry !
1212000 G HARL A,
Topic Memory History Memofy Local Memoyy
! |
~C'4\/ Up"date I ‘I I ‘I, R
. \‘/ s @ %@(‘/ﬁ]\?@ﬂfbo
Y Weighted :
Qvegrage - ‘%t Ll
Decoder
Vi The local memory provides full
short-distance history.
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[ —[Encoder] ¥
= v

Topic words

E00®

fwy 0000
1

Encoder

1

ite
2

To\p ¢ Memory His tory Memory Local Mem(yv

| Encoder

S
J

J Weighted

Qverage "

.

Vi

Decoder:

— GRU(St_h [e(yt—1); O, gt Ui—l])v
p(yt’ylzt—la wl:Kl) — Softmax(Wst),

Global trace vector:

Tenc
1
v = o V—1, = E hi),vo = 0.
enc t—=1

Addressing function: o = A(M,q)

2k = b o (MIK], q),
alk] = softmax(zy),
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Memory reading: A7 = [M;; My M)

[ —[Encoder] ¥
-

O(%:OO @ ap = Ap(M, [s1-15vi-1]),
Topic words ) |:| D |:| D Ll._l 1 .
Enci)der @' k=1

jatiilg

Topic Memory History Memory Loc le}IV

(A ,, Memory writing:
O e S
Oy = Aw(M2a [ht;vz'—l])a

N Weighted ) . -
ijerage ‘%t Decode:‘ ﬁ[k] = ](k = arg maX Oy []])7

Vi1 .

~

My[k] < (1 — B[E]) * My[k] + B[E] * hs,

Jointly read the three memory modules!
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Genre embedding

L, ,~[Encodeq] | s¢ = GRU (s¢_1, [e(yi—1); 0t

vi—1]),
Topic words OC}]’OO I @ p(yt‘ylit—lvLl:i—lawl:fﬁ) = SOfthLZC(WSt),
y 0oog, a1 o
R R
By [Fneoder The genre embedding vector

jatiilg

Topic Memory History Memory Loc lejV

A

( The length of each line.
(4 * The phonological category of
e o (v} each character

J Welghted :
verage " z - L i
' Decoder

Vi-1 Transparent to poetry genre!




ET TARIC IR RN E AL

L,_,—[Encoder] i P Topic Trace mechanism
l O D+O O
Topic words hz - .
fw) 0000 1y Record the usage of topics in a more
Encoder IB eXp“C't Wayl

\/

ory Memory Local Memoyy

« Maintain the content of used topics

Topic Memory Hist

.
(A
4~

@ « Explicitly records the times of reading

Y Weighted : each topic
QjAvegrage ‘@ t '"Li p
Decoder

Improve topic expression ratio! (>70%)
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1) EIIJ A ol _r"iﬁk

EXxperiments
Models Fluency | Meaning | Coherence | Relevance | Aesthetics

Planning | 2.28 2.13 2.18 2.50 2:31

iPoet 2.54 2.28 227 2:13 2.45

Quatrains FCPG 2.36 2.15 2.15 2.65 2.28
WM 3.57 3.45"F 3.558" 307 347"

Human 3.62 3.592 3.59 3.78 3.58

iambicGen | 2.48 2.73 2.78 2.36 3.08
ITambics WM 3.39** 3.69*" .77 3.87** 3.87**

Human | 4.04 410t 4,137 4.03 4.09

lyricGen_| 1.70 1.65 1.81 2.24 1.99
Lyrics WM 2.63** 2.49** 246" 2.53 2.66"*

Human | 3.437T | 3.207F 3417t 3.347T 3.267T

Table 4: Human evaluation results.

Diacritic **

(p < 0.01) indicates WM significantly outperforms baselines; ++ (p < 0.01) indicates
Human is significantly better than all models. The Intraclass Correlation Coefficient of the four groups of scores is 0.5, which indicates an
acceptable inter-annotator agreement.
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95
20t
85+
&80 -
75}
70}
65}
60 |
29
50

5 10 15 20 75
# of Lines in a Poem

On 1ambics, perplexity over different numbers of lines in a poem
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Case Study

WEXTEEAR,

Uncoiled willow twigs tie the spring sorrow.

%E(@gﬁaﬁﬁ_o

Missing from the dream stays all the day.

B /6 & AR G4,

After bidding farewell to you, my feelings flow like water.

BEw,

With regret hard to release,

BT L% Q085 .

when reading the letter from you, I burst into tears.

An iambic generated by our model, taking ]
(willow) and BB & (missing you) as input words.



Case Study

WEXIE R AR,

Uncoiled willow twigs tie the spring sorrow.

YELER0E.

Missing from the dream stays all the day.

B /6 & AR G4,

After bidding farewell to you, my feelings flow like water.

BEw,

With regret hard to release,

%75 0080%,

Al )3t - Ktz «_.T._ﬂ_.J_ﬁE'IE'I‘Z7I;§;

R PR

when reading the letter from you, I burst into tears/

An iambic generated by our model, taking #f
(willow) and /B #E (missing you) as input words.

M, willow A?,@I,red

il

JlIl

€1
AR s
yan
(‘% 6k

fou

7}9[’

liu sijun

7 727* )= Wﬁ o

liu huai meng hou hen nan chou
| 048

| Bo0.24

&7

0.42

0.36

0.30

0.18

0.12

0.06

1 . 1 0.00

T(gpic

I\/Ierznory History M6€mo\y Local Mgmory

reading

The

ﬂisualization of memory {in the x-axis)
ng probabilities, a,., when generating the

last line (in the y-axis) of the'\\ambic.

A, missing you —>2, letter

! \
%%, dream —>JH, tears
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W R AR,

Uncoiled willow twigs tie the spring sorrow.

PEEEXHY,

Missing from the dream stays all the day.
B ) AR KR
After bidding farewell to you, my feelings flow like water.

TR 2R B

With regret hard to release,

e % JARE,

when reading the letter from you, I burst into tears.

An iambic generated by our model, taking liu
(willow) and sijun (missing you) as input words.

flexible form!
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WL R AR, LRI AR,
Uncoiled willow twigs tie the spring sorrow. Willow twigs could not tie the spring sorrow.
PEEEXHHE. BT RR AR
Missing from the dream stays all the day. The returned swallows arouse my endless regret.
B ) AR KR TS FHS5A,
After bidding farewell to you, my feelings flow like water. [ still remember, at that time, in the splendid mansion,
1R A B, K EEB, O
With regret hard to release, I stay for you.
BFLRART, DR RS I
when reading the letter from you, I burst into tears. After bidding fagewell to you, I miss you with my eyes full of tears.
An iambic generated by our model, taking liu Force the keyword, sijun (missing you) not to
(willow) and sijun (missing you) as input words. appear in the first three lines.

flexible form! flexible order!
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Stylistic Chinese Poetry Generation via Unsupervised Style
Disentanglement

Cheng Yang, Maosong Sun, Xiaoyuan Y1, Wenhao LI

In EMNLP 2018
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Motivation

SN D S

The age-old moon still shines over | Battlefield
the ancient Great Wall.

A RS S PN
~| The sleepless feel sad to see the | Romantic
(moon) _ moon shed silken ray.

Fi B 5
A speck of moon glides off the tips ~Pastoral
of pines.

An example of poems in diverse styles
under the same keyword.



Motivation

=T

/

A

(moon)

S

NSRS S

The age-old moon still shines over

the ancient Great Wall.

RS SN
The sleepless feel sad to see the
moon shed silken ray.

A IR 84 A

A speck of moon glides off the tips

of pines.

Battlefield

Romantic

Pastoral

An example of poems in diverse styles

under the same keyword.

5289 Jo i B MR 157 AR BX

« Our model should be able to generate multiple
outputs given the same input.

 The outputs should be diverse and different in
style from each other.

* The method should be unsupervised since there
IS no explicit label or topic labeling for poems in
the corpus.

 There should be no loss in other criteria, e.g,
fluency:.
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-

Bi-LSTM Encoder

wut Sequence

X

hy hy
2

X

Mutual Information Maximization

One-hot Style / \
@
Sy S;

Representation
h

HQ » Concatenation

l
x -

~

Estimated Posterior
Style Distribution

Expected Character
Embedding

LSTM Decoder

/

An overview of style disentanglement by mutual information maximization.
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Basic Framework

— g
hi — LST]\"Jforwa,'rd,(hi—17 e(lz))~
;1—7; = LSTA{backwa'r-d(;ii—l7 e(TT—it1)),

hi =

Encoder

[h, hr—ig]

SX

 Decoder

Sy — LSTMdecoder(Si—h [e(yi—l),

p(Yily1y2 . .

Sog = hr

}_l'd; ‘:I.' _I'l-nﬂ:-_hjz

a; = attention(s;—1, hi.1).

°yi—17X) — g(y’i‘si)a

ai),
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Basic Framework

« Decoder
S; — LSTMdecoder(Si—la [e(yi—l)a ai])?
= h
p(yilyrye i1, X) = glyils:), oo
Our model takes two arguments as Input: so = [onehot(k); hy]

Input sentence s,y and
styleidk € 1,2, ..., K.
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Add a regularization term to force a strong dependency
relationship between the input style id and generated sentence!

Given two random variables X and Y, the mutual information 1(X,Y)
measures “the amount of information” obtained about one random
variable given another one.

_ o PXY)
I(X,Y) = /Y /X p(X,Y)1 gp(X)p(Y>dXdY.



Z= T n:u\Eq7E%.7E¥H¢ BIFR _rhl_:lzl_}?'jz

Assume that the input style id Is a uniformly distributed
random variable Sty and Pr(Sty) = % k=1,2,..,K

Maximize the mutual information between
the style distribution Pr(Sty) and the generated sentence
distribution Pr(X; Y)given input sentence X.



Al i3t - K= ¢= -1_ 1|:| FTEOKN E,J JEH:,E.;%M* % i’ﬁ

I(Pr(:Sty), Pr(¥ ; X))

K
Pr(Y, Stiyi=Ek; X)
= Pr(Sty =k 1 1Y
Z r(Sty )/lu °% BelSty = B PE(¥ . X))

K _
Pr(Y, Sty = k; X)
— Pl‘ Asvty — l\.' / log < . dY
Z ( ) Y ki X Pr(Y; X)
K
- Z Pr(Sty = k) log Pr(Sty = k)

k=1

K
= Z Pr(Sty = k) / log Pr(Sty = k|Y)dY + log K
- JY |k X

P(Sty = k|Y)dY + log K.

= / Z Pr(Sty = k|Y )|log
¥ =
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I(Pr(St'J) Pr(Y; X)) — log K

I(Pr(Sty), Pr(Y; X)) / Z Pr(Sty = k|Y)log Pr(Sty = k|Y)dY
K YiX p=1
Pr(Y, Sty = k; X)
= Pr(Sty = k) / log dY
A; Jyix — Pr(Sty = k) Pr(Y; X) - / ZPI (Sty = k|Y) log Q(Sty = k|Y)dY
Y X
K k=1

Pr(Y, Sty = k; X)
= Pr(Sty = k / log dY
> P@Em=r | e — e

k=1

PE(Sty = &¥)
Pr(Sty = k|Y) lo - dY
| * ]Zl v = Mlos oSty = kv

B Z P8 — ) I Pl Sty =) Varig#dfonal Lower Bound |
k=1 / ZPI (Sty = kY )log Q(Sty = k|Y)dY
K Y:iX k=1
= (Sty = k (Sty'= k 1 o '
Zpl(S“J ")/YM log Pr(5 [¥)aY + log K +/ KL(Pr(Sty|Y), Q(Sty|Y))dY
Y X

K
og P(Sty = k|Y)dY + log K. / Z P¥(8ty = k|Y ) log O(Sty—=E|Y )d¥
Y;:

X k=1

/ Pr(Sty — k|Y)
¥ X p—1q

- Z Pr(Sty = k) / log Q(Sty = k|Y)dY.
k=1

Y|k; X
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J(Pr(sm) Pr(Y; X)) — log K

I(Pr(Sty), Pr(Y; X)) / Z Pr(Sty = k|Y)log Pr(Sty = k|Y)dY
K YiX p=1
Pr(Y, Sty = k; X
=) Pr(Sty =k) / log ot )_ay
1 JY |k; X Pr(Sty = k) Pr(Y; X) = / ZPI (Sty = k|Y)log Q(Sty = k|Y)dY
Y ;X
K . k=1
Pr(Y, Sty = k; X)
=) Pr(Sty =k) / log dY Pr(Sty = k|Y)
kX Pr(Y; X) / Pr(Sty = k|Y)1 | 1Y
- k; X r( Sty O : G
A_i, | Y;X ; 7 ¥)log Q(Sty = k|Y)
B Z P8 — ) I Pl Sty =) Variggfonal Lower Bound |
=i / Zm Sty = k|Y) log Q(Sty = k|Y)dY
K YiX p—1
=Y Pr(Sty =k log Pr(Sty’= k|Y)dY +log K ;
Z r(Sty )/Yuc:x og Pr( Y)dY + log K +/Y.\ KL(Pr(Sty|Y), Q(Sty|Y))dY

K
og P(Sty = k|Y)dY + log K. / Zpl Sty = k|Y)log Q(Sty = k|Y)dY
Y

X k=1

/ Pr(Sty = kl¥)
YiX p=1

- Z Pr(Sty = k) / log Q(Sty = k|Y)dY.
k=1

Y|k X
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Maximize > PrSiy=5) / | log Q(Sty = k|Y')dY.
& Y | KX

|

Q(StylY') = softmax(W - % Z e(yi)),
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Maximize

Problem: Impossible to integrate over all possible sequences.
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Maximize > Pr(Sty=k

|

T
I
Q(Sty|Y') = softmax(W - T ; e(yi)),

Problem: Impossible to integrate over all possible sequences.

Solution: We only generate an expected embedding sequence and
suppose Y|k; X has one hundred percent probability generating this one.
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Expected Character Embedding (Kocciskyet al., 2016)

expect(i; k, X) Z_} c|si
ceV

siid = LST Myseoder (55, |expecti; b, X ), o551 ] ).



Z= T |:|:L.\E/J7E.H§. %}_Vl‘ BIFR _rhl_:lzl_}?'jz

Expected Character Embedding (Kocciskyet al., 2016)

expect(i; k, X) Zj clsi)e
ceV

siid = LST Myseoder (55, |expecti; b, X ), o551 ] ).

/4
1 :
log{softmax(W - T E expect(i; k, X))k},

=1

o~
||M>,

||MN

ot

1
Pr(Sty = k) / log Q(Sty = k|Y)dY. &~ —
2 | A.. \' K

»Creg
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£ XURSIRF AR £ X

% -j_ |:|ll_.\ E,J 7E

Maximize

T
Train(X,Y) =Y logp(yilyryz - .- Yi-1, X) + ALreg.

=il



Maximize

Train(X,Y) =|» logp(yilyryz - .- Yi-1, X) [+ ALreg.

=i

e

style irrelevant generation likelihood,
which computed by setting one-hot
style representation to an all-zero vector.

ETEERATmE MBI E A



Maximize

Train(X,Y) =|» logp(yilyryz - .- Yi-1, X) [+ ALreg.

=il

e

style irrelevant generation likelihood,
which computed by setting one-hot
style representation to an all-zero vector.

|

Ensures that the decoder can generate
fluent and coherent outputs.

ETEERATmE MBI E A



=T mlp\quE%.7I§2ﬂ¢ & 1°Fh —rhl—:I:l—hjZ

Maximize

Train(X,Y) =|» logp(yilyryz - . - Yi-1, X) H{ALreg.

=i

_— |

style irrelevant generation likelihood, Style regularization
which computed by setting one-hot
style representation to an all-zero vector.

|

Ensures that the decoder can generate
fluent and coherent outputs.
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Maximize

Train(X,Y) =|» logp(yilyryz - . - Yi-1, X) H{ALreg.

=il

- E=

style irrelevant generation likelihood, Style regularization
which computed by setting one-hot
style representation to an all-zero vector.

\ Guarantees the style-specific output

Ensures that the decoder can generate has a strong depend(?ncy_ on the one-
fluent and coherent outputs. hot style representation Input.



Maximize

=T mlp\quE%.7I§2ﬂ¢ & 1°Fh —rhl—:I:l—hjZ

Train(X,Y) =|» logp(yilyryz - . - Yi-1, X) H{ALreg.

=i

our model is not task-specific: the regularization
term can be added to any other basic models
conveniently for diverse or stylistic generations.
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1

Style id Keywords L | ¢
| loneliness, melancholy 2 2
2 the portrait of landscape 3| 3
< sorrow during roaming _
4 hermit, rural scenes g4 K
5 grand scenery, regrets about old events g 5 5
6 sorrow during drinking S g 6
7 emotions towards life experience S 2| L
8 the portrait of hazy sceneries =
9 reminiscence, homesickness 9] B 8
10 sadness about seasons 9 9
Representative keywords for poems generated L | 10
by each learned style. i 2 & = 3 & 7 @ 2 00

Human annotation

Experimental results on style recognition. Each row
represents the human annotation of corresponding
style generations. The diagonal blocks are correct
classifications. Darker block indicates higher
probability.
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(5 2B Jo B XA T E A

R — A BG AT,
After a cup of unstrained wine.
I have been a little drunk
O=TFTE2¥AEE,
[ saw the cloud split the sky apart.
) 3 3% 2% A oL 7%
On horseback, I pass through every road

across the mountain,

W4 E R 4,
but can only watch the red sun falling down
with sorrow.

BB — B BS AT,
After a cup of unstrained wine,
[ have been a little drunk
R FHT &L 9] i AR,
With a narrow boat, where could I find
the hermits?

T A3 Rk,
Friends, don't be surprised that I come
back so late,

77 B AR E| &
[ have seen the great tide and the grand
spring breeze.

BB — AR BS AT,
After a cup of unstrained wine,
I have been a little drunk
F AT A AL 3E
I wonder on which cloud I can see the
presence of the gods.
BT =LA,
The moon above the mount seems
farther and farther.
Z 3L EFK,
The mist among the hill becomes
thicker and thicker.

(a) Style 1: “loneliness, melancholy™

(b) Style 4: “hermit, rural scenes”

(¢c) Style 8: ““the portrait of hazy scener-

ICS
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