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Poetry

(1) Concise language

(2) Exquisite expression 

(3) Rich content

(4) Structural and phonological 

requirements

江雪柳宗元

千山鸟飞绝，

万径人踪灭。

孤舟蓑笠翁，

独钓寒江雪。

From hill to hill no bird in flight;

From path to path no man in sight.

A lonely fisherman afloat,

Is fishing snow in lonely boat.



Automatic Poetry Generation

A desirable entry point for 

automatic analyzing,

understanding and utilizing 

literary text.



Previous Models

⚫Innovation (Zhang et al., 2017)

⚫Rhythmic Constraints (Ghazvininejad et al., 2016)

⚫Keywords Insertion (Wang et al., 2016)

…

Context Coherence ?



Previous Models

A poem generated by (Zhang and Lapara, 2014). The input keyword is chun 
feng (spring breeze). Red boxes and arrows show the inconsistency.



Previous Models

(1) Single history/topic vector  (Zhang and Lapata 2014; 
Yan,2016)

• Insufficient capacity for maintaining the 

full history.

• Informative words and noises are mixed 

(e.g., stop words).

• Indiscriminate and inefficient use of the 

context.

• Low topic expression ratio (different topic 

words are mixed).

A graphical illustration of assumption 1.



Previous Models

(2) The ability of exploring unlimited history. 

(Wang et al., 2016; Zhang et al., 2017)

Too long input/output sequences 

The performance of seq2seq model degrades, 

even with an attention  mechanism. 

Training triples extracted from a quatrain in (Wang et al., 

2016)

A graphical illustration of 

assumption 2.



Design Philosophy: ignore the 

uninformative parts (e.g., stop words) and 

use some salient characters in context to 

represent the full context and form a salient 

clue, which is used to guide the generation 

process.

1. For each generated line: selects 

salient and informative characters to 

form the salient-clue.

2. When generating each line: utilizes 

the salient-clue.

Salient-Clue Mechanism



Basic framework:  Bidirectional LSTM 

Encoder-Decoder with attention mechanism 

(Bahdanau et al., 2015)

(3)

the attention alignment matrix in the attention mechanism

Salient-Clue Mechanism



An example of calculating the saliency score of 

each character (in the x-axis) from the attention 

matrix (0:black, 1:white), in the naive Salient-Clue. 

The scores are normalized to interval [0,1] here.

Salient-Clue Mechanism



(4)

Salient-Clue Mechanism



Saliency Dynamic Update (SDU)  V.S. PFC 

Saliency Sensitive Identity (SSI)  V.S 

nLto1L 

(5)

(6)

(7)

Salient-Clue Mechanism



Extensions of Salient-Clue

(8)

• Intent Salient-Clue

• Style Salient-Clue

Feed the keyword into Encoder, then vector e is calculated 

by a non-linear transformation of the average of their 

hidden states.

Simply use a style embedding as the vector e. Use LDA to 

train the whole corpus. For three main styles, Pastoral, 

Battlefield and Romantic, find the corresponding topics 

manually. Then all poems are labeled by LDA inference.

Salient-Clue Mechanism



Experimental Results



Style control evaluation results. The values 

are ratios that generated poems are identified 

as different styles by human experts. 

Experimental Results



Four Qijues generated with the same 

keyword “烟雨” (misty rain) as input. 

(a) non-style by SC. (b) Battlefield 

style by Style-SC. (c) Romantic style 

by Style-SC. (d) Pastoral style by 

Style-SC.

Case study



Two Wujues generated with the same input. Green boxes and 

arrows show consistencies, and the red ones show inconsistencies. 

Automatically selected charcters by SC are underlined.

Case Study



A negative example. A Qijue generated by our SC 

model. Red box and arrow show the inconsistency. 

1. Inflexible selection method

Weakness



A negative example. A Qijue generated by our SC 

model. Red box and arrow show the inconsistency. 

2. Supervised learning for style 

transfer

• Expensive labeled data

• Losing some fluency and 

Poeticness

Weakness

1. Inflexible selection method



Conclusion

⚫A novel model for poetry generation – Salient-Clue Mechanism

⚫Inspired by human writing manner

⚫With salient characters to form a vital clue

⚫Better coherence

⚫Flexible structure to combine extra information

⚫Combining user intent and style control

⚫Further enhancing coherence 



Jiuge ( ), a Chinese poetry generation

system developed by THUNLP&CSS lab. 

The proposed model has 

been integrated into Jiuge!

http://jiuge.thunlp.org/

• Support most popular genres of Chinese 

poetry

• Online generation interface

• Page View > 1 million 
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Automatic Poetry Generation with Mutual Reinforcement 

Learning
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Stylistic Chinese Poetry Generation via Unsupervised Style 
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